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1. Introduction
In the wake of the digital transformation of the health care 
 system in Germany, IT-based systems for decision support – 
 so-called “Clinical Decision Support Systems” (CDSS) – have 
been developed in recent years. Many of these are still in the 
 testing phase, but others are already in clinical use. 

In the past, doctors were already able to draw on different in-
terdisciplinary and interprofessional findings and observations 
(laboratory findings, assessments by colleagues, observations by 
staff, etc.), so that the integration of new technical components 
into the treatment process did not mean a fundamental change in 
the medical purpose, at least not in a structural sense. However, 
with the dynamic and broad field of CDSS, which includes diffe-
rent technologies, this support of medical activity is qualitatively 
expanded. Some of these CDSS work with artificial intelligence 
(AI) processes, i.e. software and hardware systems, “that, given a 

complex goal, act in the physical or digital world by perceiving 
their environment, interpreting the collected structured or un-
structured data, reasoning on the knowledge derived from this 
data” [30] and using it to derive more or less highly automated 
recommendations for action or decision-making.1

The purpose of CDSS is to support physicians and patients by 
providing a large amount of clinical-diagnostic information for 
the joint decision-making process, which is selected individually 
and case-oriented by integrated software systems. The use of 
CDSS can contribute to improving patient care through more 
precise diagnostics and personalised therapy selection [8]. The 
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Preface
In the field of medicine, there are also high expectations associated 
with the application of artificial intelligence (AI) systems. Due to the 
versatile application possibilities and the constantly expanding techno-
logical developments, AI systems in medicine represent a very signifi-
cant and at the same time extraordinarily dynamic field with the poten-
tial for further improving healthcare. However, the use of AI in medici-
ne also arouses fears, for example when AI interferes with the relati-
onship between doctors and patients, which is central to the medical 
profession.

In this context, the Central Ethics Committee at the German Medi-
cal Association (ZEKO) has decided to outline the current stage of de-
velopment in a statement and to shed light on the questions associa-
ted with the use of AI for medical practice from a medical, ethical and 
legal perspective. For the purpose of narrowing down the topics, the 
ZEKO has placed the particularly relevant topic of AI-based systems 
for decision-making support in medical practice – so-called “Clinical 
Decision Support Systems” (CDSS) – in the focus of its considerations.

The possibilities and limits of AI in medicine are currently also being 
discussed internationally. Only a few days after ZEKO unanimously 
adopted the present statement on 23.06.2021, the World Health Or-
ganization (WHO) published its recommendation for action “Ethics & 
Governance of Artificial Intelligence for Health”. It describes the enor-
mous potential that AI holds for medical care, but at the same time em-
phasises the challenges and risks from an ethical perspective, for 

example with regard to competence and responsibility in AI-based de-
cision support. In this sense, the recommendation for action also inclu-
des a proposal for six ethical principles for the use of AI in healthcare. 
The WHO‘s recommendation for action underlines the topicality and 
importance of ZEKO’s statement presented here. With this statement, 
ZEKO would like to offer orientation in the dynamic field of AI-based 
decision support for physicians, but also for patients and the interested 
public – also in the sense of the information required by the WHO, 
especially for those working in the health sector. ZEKO hopes that the 
statement will contribute to raising awareness of the ethical challenges 
in the development and use of AI-based CDSS and thus to counteract 
undesirable developments at an early stage.

We would like to take this opportunity to thank all those involved for 
their constructive contributions and discussions as well as for their 
commitment in the preparation of this statement.

Berlin, July 2021

Prof. Dr. jur. Jochen Taupitz 
Chairman of the Central Ethics Committee  

at the German Medical Association 

1 Due to the categorical difference between humans and AI systems, only personal actors can 
be considered as subjects of actions and decisions. Although AI systems can simulate cer-
tain individual intelligent tasks and support reasonable decision-making processes by 
doctors, they cannot make decisions or act themselves due to their lack of consciousness 
and language comprehension.
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German Medical Association emphasises the need for CDSS so 
that “up-to-date medical knowledge is made available to the trea-
ting physician in a targeted manner at all times” [11]. Neverthe-
less, the framework conditions for the use of these new technolo-
gies are dynamic and their use is linked to ethical, legal and soci-
al challenges. 

For this reason, ZEKO would like to offer orientation in the 
dynamic field of digital decision support for physicians with this 
statement. To accomplish this, it first informs about the current 
state of technical developments, describes the challenges in the 
use of digital decision support, evaluates these from an ethical 
point of view and describes the regulatory framework. With its 
recommendations, ZEKO would like to contribute to raising 
awareness of the special features of CDSS and to avoiding unde-
sirable developments. The statement is directed both at physici-
ans who already work with systems of (partially) automated de-
cision support or are considering their use, and at physicians who 
have not yet had any contact with these technologies. The focus 
of this statement is on CDSS that complement the work of physi-
cians with digital decision support and address one of the four 
areas of diagnostics, therapy, prognosis and prediction.

The statement does not deal with support systems for the work 
of health care professionals (e.g. nursing, physiotherapy) or sys-
tems that are used independently by patients (e.g. so-called 
“symptom checkers” or health apps). The statement also does not 
deal with IT-based systems that do not provide decision support 
but are intended to optimise and simplify health care in other 
ways (e.g. hospital information systems, “nursing robots”, elect-
ronic communication systems). 

The question of whether and to what extent complex AI-based 
systems and their machine-learning functions can be attributed to 
an independent actor status in the medium and long term, as well 
as mental properties and a form of intelligence analogous to the 
practical reasoning of humans [23], cannot be dealt with in this 
statement. In view of the current state of development of technical 
support systems, this question points to a still distant future, which 
interpretation is controversially discussed with regard to so-called 
strong AI systems. Instead, this statement focuses on CDSS that 
are already in use or about to be introduced into clinical use. 

2. Current Status 
Possible and in part already realised clinical application exam-
ples/fields for CDSS exist in diagnostic, therapeutic, prognostic 
and predictive contexts. 

CDSS in diagnostics have been developed for radiological 
imaging, for example, where conspicuous areas within images 
(e.g. suspicious areas in mammograms) are detected and marked. 
Here, the “path” from the measurement data to the image (recon-
struction) is partly improved with machine learning methods. In 
machine learning, artificial systems are able to largely indepen-
dently recognise patterns and regularities from training data and 
are also able to apply these findings to previously unknown data. 
CDSS are also already being used for clinical diagnostics in der-
matology to assess the malignancy of skin lesions [75]. Ophthal-
mology (examination of the ocular fundus) can also be supported 
by CDSS in the future. Here, machine learning-based methods 
exist that enable the (partially) automated assessment of retinal 
structural anomalies and thus potentially support the monitoring 
of diseases of the ocular fundus. In addition, AMELIE (Automa-
tic Mendelian Literature Evaluation) is an instrument that ranks 

gene variants for genetic diagnoses and analyses the most proba-
ble causes of a phenotypic disease pattern on the basis of a litera-
ture search (PubMed). With the help of “Natural Language Pro-
cessing” (NLP), full texts are searched and the result indicates on 
which studies the ranking is based [6; 26].

With regard to the use of CDSS in the therapeutic field, ap-
plications are available, for example, which support preoperative 
therapy planning and the intraoperative procedure. Thus, innova-
tive systems using 3D visualisations or the improvement of en-
doscopic navigation (e.g. depth estimation, odometry) should in-
crease the precision of interventions and reduce their invasive-
ness in computer-assisted surgery. However, there are also set-
backs in the implementation of CDSS, for example in the non-
surgical field: thus, the IBM development “Watson for Oncolo-
gy” is under criticism because of uncertain and incorrect treat-
ment recommendations [63]. This system was developed to pro-
vide individualised treatment recommendations for patients with 
cancer based on the processing of large amounts of scientific lite-
rature and case-based training by clinicians.

The use of CDSS, which provide information on the clinical 
prognosis of patients, is a particularly controversial area from an 
ethical point of view. By using artificial neural networks and in-
corporating both individual and population-based data, the aim is 
to predict risks for adverse events (e.g. cardiovascular events) or 
the survival time of patients suffering from cancer or end-stage 
renal disease, for example. This information could then be taken 
into account when deciding whether to initiate or reduce therapy. 
Particularly controversial in this context is the data on which a 
prognosis is based – especially in view of the sometimes consi-
derable variation in individual clinical courses – and possible ro-
les of health economic parameters. 

The use of CDSS goes one step further than prognosis in the 
prediction of diseases, which starts with healthy people and 
aims to reveal dispositions and susceptibilities to certain diseases 
[74]. The focus here is the assessment of individual risk factors 
such as blood pressure, body mass index, lifestyle, biomarkers 
from genomics or metabolomics or the prediction of individual 
ways of reacting to drugs (pharmacogenetics). In the meantime, 
there are also solutions for companies that combine health moni-
toring of employees with occupational health services. However, 
prediction is often based on statistical probabilities that are diffi-
cult to interpret and are based less on methods of deductive cau-
sal determination than on inductive causal assumptions from cor-
relation analyses, which can lead to erroneous conclusions [44; 
60]. There is also often a gap between diagnostic possibilities 
and preventive therapeutic options. Many such approaches are 
also characterised by the fact that the raw data collected for risk 
assessment are not generated from an existing doctor-patient re-
lationship, but as “direct-to-consumer” offers in the domestic 
context of prospective patients [55; 4]. The processing of diffe-
rent types of data poses challenges, which may include disclosu-
re, data protection and quality assurance.

CDSS can already achieve results comparable to or even bet-
ter than those of physicians in certain subtasks through the use of 
modern data processing methods. For example, a comparative 
study between an automatic classification system (based on 
“Deep Convolutional Neural Networks”) and dermatologists in 
the assessment of photographically documented skin lesions 
showed that the system was superior, especially with regard to 
the specificity of the results [27]. Similarly encouraging results 
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in human-machine comparisons have been reported in the assess-
ment of conventional x-rays [15], arrhythmia detection in ECG 
[28] and paediatric diagnoses [37]. In the surgical field, it has 
been established that the therapeutic recommendations of the 
systems are highly consistent with the therapy chosen at highly 
qualified surgical centres [14]. Smaller studies also suggest that a 
physician‘s choice of therapy can be improved by using CDSS as 
compared to not using them or using other sources of informati-
on [51; 43]. However, caution should be exercised when evalua-
ting the accuracy of diagnoses made by humans and deep lear-
ning algorithms in comparative studies. For example, according 
to a meta-analysis published in “The Lancet Digital Health”, on-
ly a very small proportion of over 20,000 image diagnostic stu-
dies comparing diagnostic accuracy between humans and deep 
learning algorithms had externally validated results, and there 
were often flaws in study presentation [39]. This shows that not 
only are larger study populations needed, but also better quality 
studies, especially prospective ones, to assess the clinical validity 
of CDSS in practice [cf. 36]. 

It must also be taken into account that the design of such com-
parative studies does not indicate whether the therapy recom-
mendations of CDSS and the doctors are therapeutically correct 
(because both can be wrong), nor does it indicate whether it is in-
correct treatment if doctors do not follow the recommendation of 
the CDSS [67]. To investigate this question, a comparison bet-
ween the outcomes of different treatment protocols would be me-
thodologically relevant, but this is not usually done. Quality and 
safety problems as well as errors of CDSS can arise, for example, 
if the application conditions and training data differ too much 
(“distributional shift”) and the CDSS do not take into account the 
significance of false-positive and false-negative diagnoses. If 
certain groups of patients are underrepresented in the training da-
ta, the specificity and sensitivity of the CDSS can be considera-
bly lower with regard to this group of patients ([13], see Ch. 3.6).

Comparative studies also indicate that the results of human 
judgement and assessment are by no means inferior to the “out-
come” of digital devices. In principle, it must be taken into ac-
count that humans make different mistakes than machines. Ma-
chine-learning systems lack the contextual knowledge of 
doctors, which can lead to considerable errors [12; 56: p. 52; 25]. 
The comprehensive knowledge of human experience is an im-
portant resource in health care that cannot be replaced by machi-
nes (see Ch. 3.5). Conflicts and burdens of acting in the presence 
of uncertainty cannot be completely resolved even through the 
use of CDSS. Complexity and uncertainty will persist in medical 
practice even with highly developed CDSS. However, well-eva-
luated CDSS can provide additional guidance and thus support 
human judgement. 

2.1. Differentiation according to application options
A classification of the different CDSS can be made according to 
their possible applications. They differ in terms of
● the target group that will use the system (including doctors, 

health professionals, patients, citizens),
● the field of application (including diagnostics, therapy, progno-

sis, prediction, prevention, rehabilitation, routine/emergency),
● the specialised medical disciplines being addressed (including 

dermatology, radiology, oncology) and
● the concrete form of decision support in terms of how it is in-

tegrated into the clinical workflow. 

2.2. Types of AI-based CDSS 
CDSS can also be differentiated more precisely in terms of their 
technical implementation and mode of operation. All automation 
processes, even the more complex ones, are based on the use of 
algorithms. For one thing, there are logical instructions for action 
(if-then statements) programmed in software that describe to a 
system exactly what to do in a certain constellation. Then there 
are “learning” systems that not only execute predetermined in-
structions for action, but also “learn” new courses of action from 
the training data entered and their processing. An increasing part 
of CDSS is based on systems of this AI. Techniques such as ma-
chine learning, neuronal networks or deep learning refer to pro-
cedures by which an AI system “learns” to solve problems that 
are not precisely specified or whose solution paths cannot be pre-
cisely described by symbolic rules of reasoning. An example of 
such procedures is the recognition of images, language and texts, 
which provides automated reasoning from unstructured data to 
behavioural or outcome predictions. In many of these AI sys-
tems, the “how” and “why” of a solution path found by AI and an 
automated decision recommendation can hardly or not at all be 
comprehended from the outside (“black box”, opacity, see [7; 
50]). Despite various attempts (still in their initial stages) to con-
tain the problem of opacity through new models of “explainable 
AI” [3; 58], fundamental questions arise from the functionality of 
such systems that go beyond the requirements for the methodolo-
gical expertise of physicians as individual users and primarily 
concern the concrete responsibilities of developers of such sys-
tems. The fact that the functionality and the achievement of a re-
sult is in principle no longer comprehensible even for the devel-
opers, is a new phenomenon in technical systems.2 Even if the 
comprehensibility of the algorithmic calculations can be increa-
sed through corresponding technical investments, the question 
arises whether this makes sense or is even necessary for indivi-
dual users, since doctors also use technical aids in many other re-
spects, the exact functioning of which they themselves are only 
slightly familiar with. In this context, further developments 
should be carefully observed.

Finally, it should be emphasised that the use of machine lear-
ning techniques is always associated with a certain percentage 
of errors, whereby accuracy is essential for the quality of an AI 
system. The type and amount of training data processed is sig-
nificant here, whereby additional relevant considerations are 
aspects such as the correctness (e.g. incoming parameters and 
disease diagnoses) and representativeness of the data (e.g. gen-
der, ethnicity, social factors), the algorithms used and the tar-
gets. Machine learning relies on a very large amount of training 
data. If this contains concealed biases or overemphasises cer-
tain correlations, it can lead to distortions (“bias”) in the re-
sults. The design of AI systems also raises the question of the 
extent to which certain values and interests are prioritised or 
weighted over others, and which objectives (e.g. definition of 
quality of life) exclude other objectives (e.g. different interpre-
tations of fairness). 

2 A distinction must also be made between contingent and absolute opacity. The first form is 
not specific to CDSS, but characterises the use of many technical systems whose exact mo-
de of operation is de facto not understood by users. The latter, on the other hand, is a new 
phenomenon that results, among other things, from the limited computing capacity of the hu-
man brain: Since the machine can take correlations between a larger number of parameters 
into account due to its increased computing power, the question arises as to whether this 
problem is actually only an investment problem or cannot be solved in principle, so that a re-
sidual opacity appears insurmountable in principle.
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2.3. Innovation potential of AI-based CDSS
The previous sections have already made it clear that the use of 
AI-based CDSS offers many opportunities to improve patient 
care through more effective data processing. AI systems can be 
used not only to analyse and evaluate large data sets, but also to 
discover statistical correlations that can indicate possible causal 
relationships, which, if validated, can be useful in diagnosis 
and treatment. AI can be used to enable the processing of very 
large quantities of relevant images and texts and to compare 
them with new findings in real time. As the technology is refi-
ned – for example, higher image resolution – the systems again 
require new training data. Some CDSS can be equipped with 
highly stratified risk profiles, so that future diagnostic proces-
ses and therapy recommendations could be more precise. If 
CDSS prove their reliability in use, it can be assumed that they 
will generate a boost in innovation for broader care across the 
board and possibly contribute to more equitable patient care 
through AI-based diagnostics in medicine. For example, in its 
current report “Digitalisation for Health”, the German Council 
of Experts on the Assessment of Developments in the Healthca-
re System (Sachverständigenrat zur Begutachtung der Entwick-
lung im Gesundheitswesen) particularly emphasised the oppor-
tunities of CDSS for people with rare diseases and constellati-
ons of findings, since they can fill “existing gaps in diagnostics 
and therapy” [64]. 

3. Ethical evaluation of CDSS 
It can be assumed that AI-based and specifically machine-lear-
ning CDSS will gain increasing importance in medicine in the 
future [1]. The use of AI-based CDSS offers a wide range of pos-
sibilities for improving patient care (see Ch. 2). However, it is al-
so associated with various challenges, such as the clear allocation 
of responsibilities, the transparency of data generation, the pro-
tection of autonomy, trust and privacy, along with the quality of 
communication between doctors and patients [cf. 47; 49]. In this 
context, an early and appropriate weighing of opportunities and 
risks is an important ethical task with regard to future healthcare. 
This can only succeed if the moral challenges resulting from the 
new human-machine relationship are taken seriously. 

The European Commission (EU Commission), for example, 
included this in its White Paper “On Artificial Intelligence – A 
European Approach to Excellence and Trust” by emphasising 
there that the use of AI in Europe must be governed by “our valu-
es and fundamental rights, such as human dignity and the pro-
tection of privacy” ([20]: 2). AI systems should be human-cen-
tred and trustworthy. Their impact should be assessed not only 
for the individual, but also for society as a whole, and risks 
should be avoided. In the European Union (EU), a consensus has 
been established by the EU Commission‘s High Level Expert 
Group (HLEG) on seven core requirements: the ethical criteria of 
the principal of primacy for humans, technical robustness and 
safety, preservation of data sovereignty and transparency, consi-
deration of diversity, non-discrimination and fairness, societal 
well-being and accountability are to be respected and implemen-
ted [31]. As the EU Commission emphasises, these core require-
ments must be met accordingly at the various levels of responsi-
bility in order to ensure trust towards staff and systems.3

3.1. Trust and trustworthiness
Doctors and patients must be able to trust that the (correct) use of 
CDSS systems will enable at least the same, ideally better, care. 
Patients must also be able to (still) trust that they are treated as 
individuals, that their well-being and self-determined will are at 
the centre of care, and that they do not get the impression that 
they are being reduced to their data. In the same respect, they are 
dependent on receiving all information relevant to them for con-
sent to certain treatment proposals that is not only legally effecti-
ve, but actually autonomous. Where this is not the case, there is a 
risk of erosion of trust in the system, which is indispensable for 
the provision of medical services. Preserving this systemic trust 
is also a task of the medical profession where doctors act as ad-
vocates for their patients in the event of undesirable develop-
ments through the use of CDSS. 

From the perspective of doctors, they must be able to trust that 
the standards developed for the development and use of such sys-
tems meet high quality benchmarks. This requires trustworthi-
ness on the part of the CDSS producers, the hospitals that use 
these systems, as well as the professional societies and other 
creators of guidelines, who should develop clear application cri-
teria with corresponding qualitative standards. Conversely, by 
using CDSS responsibly, doctors contribute to maintaining so-
ciety‘s trust in the medical profession.

3.2. Responsibility
With regard to the use of CDSS in the health sector, it is necessa-
ry to distinguish between different groups of actors and levels of 
responsibility. 

At the micro level, doctors must ensure that they have the ap-
propriate digital skills for the use of CDSS. In particular, as indi-
vidual users of these systems – as is also the case in other areas of 
the use of technical devices – they are personally responsible for 
acquiring the necessary and adequate knowledge of professional 
handling, e.g. including the limitations of the new technologies, 
and for using the systems with due diligence. Doctors must be 
aware of the following problems in particular:

CDSS increasingly provide recommendations through machi-
ne learning and especially through deep neural networks without 
being able to provide a tangible or verifiable explanation of how 
this result was achieved (black box, opacity, see Ch. 2.2.). Lack 
of transparency of AI-based CDSS is, in addition to the reasons 
already mentioned such as complexity, insufficient traceability, 
unpredictability and partially automated behaviour, also due to 
the fact that AI systems are protected by trade/commercial se-
crets or by intellectual property rights. It should also be noted 
that the medical profession is bound by the principles of medical 
ethics, while the development of AI-based CDSS often takes pla-
ce in the private sector under high pressure and is driven by de-
velopers who are not bound by medical professional ethics [46]. 

Data-driven CDSS also form classes and categories of patients 
and disease types generated according to different ranking pat-
terns, evaluation criteria and risk scores. They can identify new 
patterns through correlations. However, such correlations should 
not be misunderstood as causality, but require clinical validation 
[cf. 17]. It follows in particular, that physicians must in any case 
carry out plausibility checks of the automated CDSS decision re-
commendations. This applies all the more, the less comprehensi-
ble the genesis of a decision recommendation is. If CDSS are 
sufficiently validated and have proven themselves in practice, it 

3 These core requirements are also included in the EU Commission‘s draft regulation 
COM(2021) 206 on the management of artificial intelligence, published on 21.04.2021 [19].
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may also be required that their use is in accordance with the cur-
rent medical standard and individual consideration. This is be-
cause medical responsibility is always committed to the indivi-
dual patient, is subject to strict standards of care and the require-
ment to adapt treatment to the current state of knowledge of me-
dical science and practice.

Doctors are always responsible for the complete diagnostic and 
therapeutic decision-making process. However, the demand for an 
“unrestricted preservation” of the “ultimate responsibility of the 
doctor” [8] in the use of CDSS must not lead to a situation where 
the overall burden of introducing and using these systems lies with 
the individual doctors. Instead, those responsible at the meso and 
macro levels play a central role in the approval of CDSS as medi-
cal devices and in the use of these systems, in order to ensure trust 
in the system, on which physicians and patients must be able to re-
ly equally. This includes the establishment of technically appro-
priate feedback processes between the various parties involved.

At the meso level, the facility operator must carefully examine 
which of the CDSS are to be used in their own medical facility. 
The institution must also ensure that staff are adequately prepa-
red for their use through appropriate training measures.4 The sys-
tems themselves must be adequately maintained on an ongoing 
basis and protected against misuse (e.g. hacking, etc.). 

For the production of CDSS, the meso level must provide ap-
propriate testing, certification and auditing measures, to ensure 
that the use of data is lawful, fair, secure, transparent and accoun-
table. Technical, ethical and regulatorys auditing procedures are 
needed to determine what kind of algorithms, models and (parti-
ally) automated decision-making systems should be developed 
and used in CDSS and on which data they shall be based and im-
plemented, how their efficiency and benefits shall be verified as 
well as how their performance shall be validated and how to inte-
grate them in healthcare. Further intensive research on the ex-
plainability and comprehensibility as well as non-discriminatory 
nature of AI-based forms (machine learning and deep learning) 
of CDSS is necessary to avoid undesirable developments [72].

At the macro level, the legislator is responsible for continu-
ously reviewing the regulatory framework for so-called “intelli-
gent medical devices” to ensure that it accommodates the dyna-
mic technical developments in this area and that the appropriate 
framework conditions are created to ensure that the actors wor-
king in the health sector at the meso and micro levels can actually 
fulfil their respective responsibilities. At the same time, medical 
societies and other authors of guidelines are asked to address the 
use of CDSS with machine-learning functions that are already 
part of the medical standard (see Ch. 4.3.2.) in their areas and, for 
example, to take them into account in their guidelines. With re-
gard to education, further education and training, the increased 
teaching of digital competences is a cross-sectoral topic of cen-
tral importance in order to provide the actors working in the he-
alth sector with appropriate qualifications concerning the new 
tasks and challenges associated with digitalisation. In terms of 
CDSS, they should above all be enabled to evaluate the benefits 
and risks and to use the systems in a patient-oriented manner. 

The scope of responsibility thus assigned extends to the follo-
wing areas of focus.

3.3. Autonomy 
The core value of autonomy for the perception of ourselves as 
human beings is based on the ability to shape our own actions in 
a freely responsible manner by means of independent insight into 
reasonable behavioural principles. Although autonomous human 
actions cannot be imagined according to the pattern of isolated 
unconditioned self-determination, it is crucial for such a condi-
tioned autonomy that actors can critically reflect on the given 
conditions and can base their decisions accordingly. Challenges 
arise from the use of CDSS that affect both the autonomy of phy-
sicians and that of patients.

3.3.1. Medical autonomy
In the context to be discussed here, medical autonomy means 
above all the freedom to choose the examination or treatment 
method suggested to the patient, although this choice is under ob-
ligation to the patient (see Ch. 4.4.1.). This can be influenced in 
various ways by the new technical systems. 

The concrete autonomy-related risks associated with human-
machine interaction in the clinical use of CDSS include in parti-
cular 
● the acceptance of diagnosis proposals by doctors without furt-

her examination of their own (“automation bias”, “automati-
on-induced complacency” [57]); 

● decreased or inadequate responses to warning signals from the 
system (“alert fatigue” [53]); 

● self-fulfilling prophesy: if a system trained on outcome data, 
e.g. from cancer patients, predicts a poor prognosis, palliative 
rather than curative treatment is given, which reinforces the 
recommendation of the CDSS [13];

● the danger of over-diagnosis and over-treatment, e.g. when AI 
detects possible signs of a disease whose manifestation is sta-
tistically very unlikely and/or very implausible, but physicians 
initiate a corresponding invasive diagnosis or therapy as a pre-
caution, e.g. also for their own protection [2].

Overall, crossing the line between decision-making assistance 
and adoption of decisions carries the risk of negligence or even 
loss of control [25; 71; 69]. Physicians must continue to be able 
to have authority across the overall process of diagnostics, thera-
py, prognostics and prediction, which increasingly involves sug-
gestions from machine-learning systems. This task cannot be de-
legated. 

3.3.2. Patient autonomy
The impact of the use of AI-based CDSS on patient autonomy is 
already the subject of intense debate. Central ethical questions 
concern, for example, the information and consent for the use of 
CDSS or also possible demands by patients to be treated without 
the use of AI. 

This means that patients may have to be informed and give 
their consent as to whether and to what extent such systems 
should be integrated into the treatment process and what oppor-
tunities and risks are associated with their use ([cf. 59; 45], see 
also Ch. 4.4.). A high degree of communication and transparency 
is necessary to protect a relationship of trust between doctors and 
patients. However, informed consent must not be misunderstood 
as a delegation of responsibility to the patient [18].

It is therefore important that the use of CDSS is appropriately 
integrated into the shared decision-making process between 
doctors and patients. The CDSS assessments should only be seen 

4 In 2019, the German Medical Association developed a curriculum for continuing medical 
education titled “Digital Health Applications in Practices and Clinics”, which teaches skills 
such as assessing the safety of digital health applications. 
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as recommendations that doctors introduce into the joint decisi-
on-making process after their own critical review. On this basis, 
if necessary also when patients themselves bring the results of 
CDSS into the decision-making process, a benefit can also arise 
for patient autonomy. However, if the automated recommendati-
ons are used in a way that bypass the informed decision of pa-
tients, there is a risk that the self-determination of patients in di-
gital healthcare is no longer reliably guaranteed. There is a risk 
of “computer paternalism” that does not meet current standards 
of patient autonomy [41]. Against this background, there is much 
to be said for a “value-sensitive” design of AI in the clinical deci-
sion-making context: by including the interests and preferences 
of individual patients, opportunities arise for even more indivi-
dualised treatment.

3.4. Communication and empathy
Even if it cannot be ruled out that existing communication defi-
cits in the relationship between doctors and patients could be 
exacerbated by the use of AI and automated systems, since diag-
nostic and therapeutic processes will become more automated 
and functionalised, hopefully the increase in efficiency through 
the transfer of tasks to CDSS will create more space for commu-
nication between doctors and patients. Considering this, CDSS 
should contribute to doctors being able to devote themselves mo-
re strongly to pivotal tasks. 

Making diagnoses, therapies, prognoses and predictions not 
only involves technical actions, but is also connected with emoti-
ons and values. These are the basis of the relationship of trust 
between doctors and patients. That is why, precisely within this 
relationship, communication is essentially determined by care 
and empathy as well as insight into the individual context of the 
patient [62; 24]. 

For this reason, in the field of application of AI-based as-
sistance systems in medicine, it must be examined whether 
the interpersonal and emotional aspects of the relationship 
between doctors and patients are inappropriately pushed into 
the background, for example if human communication is sup-
ported or even replaced by technical voice assistance systems 
(such as “chatbots”). Areas of action that are characterised by 
empathic interaction between humans must not be devalued, 
and in addition to the factual information level, the important 
conversational messages between doctors and patients (liste-
ning, self-revelation, appeal function [cf. 24; 48]) must not be 
neglected. 

3.5. Experiential medical knowledge
Medical healing is essentially based on the power of judgement 
of doctors who, on the basis of generalised knowledge about effi-
cient treatment techniques, offer their patients an individually re-
levant and situationally appropriate diagnosis and therapy [73]. 
In contrast to a technically substitutable processing of individual 
health-relevant data, the most comprehensive perception possi-
ble of the concrete unique life circumstances of patients is of par-
ticular significance. In addition to the scientific competences that 
physicians acquire and continuously develop not only in medical 
school but also in continuing medical education and training [9], 
physicians acquire personal knowledge that does not represent a 
neutral interconnection of information, but in how the develop-
ment and communication of this knowledge is incorporated into 
the physician‘s experience.

Medical expertise is not superfluous, especially in diagnos-
tic procedures, but demonstrates the special power of medical 
judgement. Even in services where the capabilities of AI ex-
ceed those of doctors, the accompanying examination and re-
view by doctors is not dispensable and replaceable. This ap-
plies, for example, to diagnosis in cancer detection. In this 
field, it has been shown that a tandem of doctors and AI has 
the potential to improve the reliability of the diagnosis and 
thus constitute an optimal treatment strategy. In contrast to di-
gital tools, it is possible for doctors to not only focus on loo-
king for a tumour – as is the case with AI – but to simultane-
ously have the wider environment of the tissue in view [42; 
40]. This makes it easier to see and assess irregularities that 
can only be identified from the overall picture or, if necessary, 
from the patient‘s medical history. Therefore, AI still does not 
offer a substitute, but rather a support for doctors, for example 
in making a diagnosis. 

One issue that is problematised as an unintended side effect of 
CDSS is the devaluation of physicians‘ experiential knowledge 
(“tacit knowledge”, “embodied knowledge”), which is implicit 
and therefore cannot be included in the training data for machine 
learning. Other contexts of the individual case that cannot be ea-
sily mapped into data can also distort results. In addition, the rou-
tine use of CDSS can lead to doctors no longer acquiring this ex-
periential knowledge at all, which means that real monitoring 
and, if necessary, correction of the machine is no longer possible, 
or that they are unable to offer remedial action in the event of 
system failure [12; 21]. 

At the same time, it should not be ignored that doctors also 
acquire a new type of experiential knowledge through the quali-
fied and reflected use of CDSS, which relates to the handling of 
these systems to improve the treatment of individual patients.

Presumably, only productive human-machine collaboration 
will serve patients. Clearly identifying areas in medicine where 
AI research should focus and integrating AI algorithms with data 
in other areas will be critical if the benefits of this collaboration 
are to be realised. What impact this development will have on 
education, practice and the healthcare system needs to be critical-
ly monitored.

3.6. Risk of discrimination
AI-based CDSS can only be as good as the training data on 
which their calculations and pattern recognition are based. AI 
systems can consequently produce systematically biased or in-
correct results that disadvantage certain groups of people without 
any factual justification. Such bias can originate from erroneous 
or incomplete data, misclassification and measurement errors, 
but it can also result from faulty AI [25]. However, bias is possi-
ble even with correct data and an error-free AI system, namely if 
the data basis used is itself biased. This happens, for example, 
when certain groups of people (e.g. women, children,5 ethnic mi-
norities or people who have less access to the health system for 
socio-economic reasons, people with disabilities, people with ra-
re diseases, trans and intersex people) are underrepresented or 

5 Since children are still involved in the growth and developmental phases, additional data 
needs to be taken into account when making decisions compared to adults. In order for chil-
dren to benefit from the development of CDSS to the same extent as adults, databases and 
algorithms would have to be expanded accordingly. However, this in turn is associated with 
ethical and legal challenges (vicarious consent, constant monitoring if necessary) as well as 
technical challenges (difficulties of standardisation).
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inadequately represented in the data used [5].6 This also affects 
the profiling of certain segments of patients who are classified as 
less healthy, with higher health risks or less “compliant”. Then 
there is a danger that structural discrimination and stigmatisation 
in medical treatment7 will continue or even be reinforced by 
CDSS [56; 54; 52]. In particular, those responsible at the meso 
level (see Ch. 3.2.), but also doctors involved in the specific 
treatment context, should remain aware of this danger and keep a 
critical eye on the outcome of the systems they use from this per-
spective.

3.7. Data sovereignty and privacy
The medical use of CDSS with machine-learning functions also 
touches on issues of data protection and medical confidentiality, 
which in turn are closely linked to the necessary protection of 
privacy and intimacy (cf. [17]; see Ch. 4.6.). It concerns guaran-
teeing individual data sovereignty as responsible informational 
freedom. This concerns both the disclosure of sensitive health 
data for the provision of training data and the implications of the 
application of CDSS, especially for vulnerable groups. In order 
to use the opportunities of CDSS and to effectively counter the 
risks of new asymmetric power relations and the resulting losses 
of informational self-determination ([17]: 262), suitable and, if 
necessary, new protective mechanisms and design strategies 
must be developed that extend far beyond the health sector [65; 
61].

4. Regulatory aspects
CDSS have the potential to improve and expand the examination 
and treatment options of physicians. However, CDSS also raise 
new types of legal concerns, some of which have not yet been sa-
tisfactorily clarified. What is lacking here is a specific regulatory 
framework for AI-based medical decision support systems. An 
overview of the legal issues associated with CDSS is provided in 
the following.

4.1. CDSS as a medical device
CDSS software can be an independent medical device or, as soft-
ware embedded in medical devices or as an accessory to a medi-
cal device, be subject to the regulations for medical devices [50], 
namely the EU Medical Devices Regulation (MDR) and the Me-
dical Devices Directive Implementation Act (MPDG). The deci-
sive factor for classification as a medical device is that software 
is used for a specific medical purpose in the context of a concre-
te, individual treatment of a particular patient [16]. Whether the 
software acts directly in or on the human body is irrelevant (ECJ, 
judgment of 7 December 2017 – C-329/16 = European Business 
Law Journal/EuZW 2018, 166).

Systems that are subject to the regulations for medical devices 
must be clinically evaluated in a certification procedure before 
they can be placed on the market in Germany. If the clinical data 

required for this do not exist, a clinical trial must be conducted, 
which in turn requires approval by the Federal Institute for Drugs 
and Medical Devices (BfArM) as well as a consenting assess-
ment by the responsible ethics committee. Certification (CE mar-
king) is intended in particular to exclude errors that endanger the 
health and safety of patients beyond an acceptable level. Details 
are regulated by the MDR and the MPDG. 

If CDSS that are (certified) medical devices have defects, 
doctors may be required to report them. If, in the course of their 
professional activities, doctors become aware of malfunctions or 
deficiencies in the CDSS provided by the manufacturers that 
could significantly endanger the lives or health of patients, they 
must report this to the BfArM (§ 3 Medical Devices User Repor-
ting and Information Ordinance [MPAMIV], § 6 Model Professi-
on Ordinance for Physicians/MBO-Ä).

4.2. CDSS as method of examination or treatment
4.2.1. Type and scope of practice of physicians (see Ch. 4.3.) as 
well as the necessity of patient information and consent (see Ch. 
4.4.) depend on whether CDSS represent an independent exami-
nation or treatment method or are to be regarded merely as an an-
cillary or accompanying service supporting the treatment. This 
can only be decided for the corresponding CDSS. If CDSS is an 
independent examination or treatment method, special duties of 
care apply to physicians, the type and scope of which depend on 
whether the method is already part of the medical standard or is 
to be regarded as new (see Ch. 4.3.2. and Ch. 4.4.). In contrast, 
for CDSS that are merely a supporting ancillary or accompany-
ing service, only the general duties of care of physicians should 
apply (see Ch. 4.3.1.) and no patient information and consent 
should be required prior to their use, although this has not been 
clarified in a legally binding manner.

4.2.2. The extent to which CDSS are to be classified as an in-
dependent examination or treatment method or as a mere ancilla-
ry and accompanying service, and which criteria apply, has not 
yet been established. It is always necessary to consider the indi-
vidual case, for which the following applies: the more the CDSS 
is used directly on patients (e.g. Da Vinci surgical robot; AI used 
to detect eye diseases in the human eye; interactive implant sys-
tem for tinnitus) and the more it is used in the background to sup-
port medical decisions without direct patient contact (e.g. AI sys-
tem for the analysis of tissue sections for the purpose of tumour 
detection; AI-based image recognition programme used to detect 
strokes on CT or MRI images), but effectively replaces medical 
decision-making, the more the principles for examination and 
treatment methods are likely to apply. In any case, if the medical 
decision is delegated to an AI-based automated system that acts 
independently on the basis of individual patient data and signifi-
cantly influences the further course of treatment, it will need to 
be classified as an independent examination or treatment me-
thod.

4.2.3. A decision must also be made on the basis of the specific 
individual case as to whether CDSS, which are to be regarded as 
an independent examination or treatment method, belong to the 
medical standard or are new. The minimum requirement ex-
pected for classification as a medical standard for CDSS that are 
medical devices, is certification [16]. As an indication of the 
existence of a new examination or treatment method, the recom-
mendations of the Federal Joint Committee (G-BA) according to 
§ 135 in conjunction with § 92 (1) sent. 2 (5) of the German 

6 It is well known that many economically weak countries (so-called low income countries) 
lack any infrastructure for data collection and processing, which considerably limits the po-
tential use of such systems for these people. Therefore, the development and establishment 
of the CDSS should take into account the issues of access and distributional justice at the 
global level.

7 Examples of such structural discrimination in the health care system can be that certain pa-
tients or patient groups receive shorter or worse treatment than others or do not receive the 
treatment they need from doctors or in hospital, for example because of language problems 
or lack of barrier-free access to healthcare facilities. Another example would be that a health 
insurance company either does not cover high treatment costs for incomprehensible rea-
sons or has classified private patients higher when concluding a contract.
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 Social Code/SGB, Book V can be applied both positively as well 
as negatively.

4.3. Duty of care of physicians
The application of CDSS by doctors in the context of medical 
treatment (§ 630a Civil Code/BGB) requires care, the nature and 
extent of which depend on the type and method of application, 
comprehensibility and safety of the CDSS in question and its sta-
ge of development. 

4.3.1. Physicians must always sufficiently familiarise themsel-
ves with the functionality of a (partially) automated system befo-
re using it. This applies regardless of whether the CDSS in ques-
tion is to be classified as an independent examination or treat-
ment method or as a supporting ancillary or accompanying ser-
vice (see Ch. 4.2.). In any case, physicians must ensure that they 
have the – sometimes considerable – technical knowledge and 
skills necessary for the use of the CDSS. If doctors lack the tech-
nical expertise required for the CDSS in question, they must con-
sult technically competent experts. Clinicians must ensure that 
they and their staff receive the training and education necessary 
for the continued use, maintenance and care of the CDSS. Ade-
quate precautions must also be taken against misuse of the sys-
tems (e.g. hacking) by unauthorised third parties.

With regard to the operation of the system, doctors need not 
understand all the technical details; in particular, they do not ha-
ve to understand the algorithms on which the system is based. 
However, doctors must familiarise themselves with the functio-
nality of the CDSS to the greatest extent possible and reasonable. 
This includes acquiring knowledge about the proper use, monito-
ring and maintenance of the CDSS. The system must be operated 
and maintained in accordance with the manufacturer‘s recom-
mendations. 

Physicians should be aware that CDSS can contain particular 
sources of error, such as faulty algorithms, electronic viruses or 
an inadequate training database (see Ch. 2, cf. also [29]). These 
processes are often non-transparent and not sufficiently traceab-
le. This entails the risk of incorrect diagnostic and therapeutic re-
commendations and discrimination against patients. In view of 
their ultimate responsibility for diagnosis and treatment decisi-
ons, physicians should exercise particular care when dealing 
with CDSS. Specifically, they must at least carry out plausibility 
checks of the automated decision recommendations of CDSS 
[66]. The less transparent and comprehensible the CDSS is for 
physicians, the more carefully the automated decision recom-
mendation should be monitored for plausibility and accuracy. 

4.3.2. Special duties of care apply to those CDSS that are in-
dependent methods of examination or treatment. If the CDSS is 
already part of the medical standard, in individual cases doctors 
can choose between the CDSS and other treatment methods that 
are still part of the standard. However, if a (partially) automated 
system proves to be superior to the conventional treatment me-
thod on the basis of evidence after the trial and transition phase, 
the non-use of the (partially) automated system may constitute a 
breach of duty [66]. The non-use of a (partially) automated sys-
tem is in breach of duty of care if it is scientifically essentially 
uncontroversial and is supported by the vast majority of experts 
(physicians, scientists), specifically due to the fact that it is less 
risky or promises better healing chances than conventional treat-
ment methods [50]. Aspects of reasonableness for physicians 
(e.g. acquisition costs) must also be taken into account.

If, on the other hand, CDSS represent a new examination or 
treatment method, physicians are subject to increased duties of 
care when deciding on the use of the system. In particular, they 
must carry out a risk-benefit assessment compared to conventio-
nal treatment methods that correspond to the current medical 
standard and review the medical indication during use. Accor-
ding to the result of the assessment, the physicians must choose 
between the CDSS and standard treatment methods within the 
framework of their freedom of therapy in such a way that, accor-
ding to their professionally justified conviction, the best possible 
treatment is provided in the individual case [cf. 38]. 

4.4. Patient education and informed consent
4.4.1. In the case of CDSS that are used as an independent 
examination or treatment method within the framework of medi-
cal treatment and are already part of the medical standard, the sa-
me principles apply with regard to the medical duty to inform 
and the patient‘s consent as for other established examination 
and treatment methods. Doctors must inform patients about the 
essential circumstances of the treatment so that they can under-
stand the significance and implications of the treatment and, in 
exercising their right to self-determination, make an informed 
decision as to whether they consent to the treatment (§§ 630c, 
630e German Civil Code/BGB). 

According to the principle of therapeutic freedom, the choice 
of the right treatment method and thus also the decision on the 
use of CDSS is fundamentally up to the attending physicians 
([32]; see also Ch. 3.3.1. above). If not asked by the patient, they 
do not have to explain existing treatment alternatives (e.g. a con-
ventional treatment method) if they use CDSS that corresponds 
to the medical standard of care as a treatment method. This does 
not apply if alternatives to the use of CDSS exist in the specific 
case and the alternative methods are equally medically indicated 
and customary and can lead to significantly different burdens, 
risks or chances of recovery (§ 630e (1), sent. 3 German Civil 
Code/BGB). This means that information about treatment alter-
natives must be provided if the alternative method either has a lo-
wer risk burden for the patient with an equivalent prospect of cu-
re or success or promises a greater prospect of cure or success 
with equivalent burdens and risks in terms of type and direction 
[33]. In this case, the patient‘s right to self-determination requi-
res that they be informed about this and that the choice of method 
be left up to them [70]. Doctors must carefully examine whether 
there is a genuine alternative treatment on the basis of specialist 
medical knowledge.

4.4.2. CDSS, which represent an independent examination or 
treatment method and which are still being tested (new method), 
doctors only have to inform patients about, if they consider to use 
the CDSS – after due consideration (see chapter 4.5.) [cf. 34] – in 
treatment. Doctors must then inform patients that this is a new 
method that has not been practised for long, whose effectiveness 
has not yet been statistically proven and for which unknown 
risks, such as the lack of transparency and traceability of the sys-
tem or the risk of distortions of the machine diagnosis or therapy 
decision, cannot be ruled out. Patients must also be thoroughly 
informed about the standard methods that can be considered. Pa-
tients must be in a position to carefully weigh up whether they 
would like to be treated according to the conventional method 
with known risks or according to the new method (CDSS), taking 
into account in particular the promised advantages and the risks 
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that are not yet known in every respect [35]. The decision for or 
against the use of the automated system is then up to the patient. 
In case of doubt, physicians must prove that they have provided 
proper information.

4.5. Liability of doctors for breach of duty of care when using CDSS
The use of CDSS by physicians can entail liability risks that to a 
large extent depend on the respective system and its area of ap-
plication. 

If physicians are accused of a breach of duty (non-observance 
of medical duties of care) in connection with the use of a (partial-
ly) automated system, they are liable (contractually acc. to § 280 
in conjunction with § 630a ff. BGB (German Civil Code) and/or 
in tort acc. to § 630a ff. BGB (German Civil Code) depending on 
fault for attributable damage caused. Circumstances giving rise 
to liability may be, in addition to the use of a non-certified medi-
cal device, errors in the commissioning and use of CDSS. Such 
errors can occur, for example, if doctors do not sufficiently fami-
liarise themselves with the functionality of CDSS prior to use, if 
they do not carry out a comprehensive risk-benefit assessment 
beforehand or if they entrust the use of CDSS to staff members 
without sufficiently instructing and monitoring them. 

Cases in which the damage is due to a defect in the (partially) 
automated system, such as a manufacturing defect (e.g. defective 
production of individual CDSS contrary to the design and quality 
specifications of the manufacturer), a design defect (e.g. defecti-
ve control algorithm due to defective design by the manufactu-
rer) or an instruction defect (e.g. defective instructions for use by 
the manufacturer) must be considered separately. If systems are 
subject to the regulations for medical devices (see Ch. 4.1.) and, 
despite certification, have errors that endanger the health and 
safety of patients beyond an acceptable level, physicians are not 
liable in the event of damage if the error was not recognisable to 
them when exercising the necessary care (see Ch. 4.3.). As a rule, 
recognisability is likely to decrease as the degree of automation 
of the system increases. However, the manufacturer may be liab-
le for defective CDSS under the Product Liability Act and under 
§ 823 German Civil Code (BGB) in conjunction with the Medi-
cal Devices Act.

If the use of CDSS violates prohibition of discrimination un-
der civil law within the meaning of § 19 of the General Equal 
Treatment Act (AGG), the disadvantaged patients have claims 
for removal, injunctive relief and damages. However, it has not 
been clarified whether and to what extent such a prohibition of 
discrimination can be violated by the use of CDSS. In any case, 
doctors are not liable for non-recognisable discrimination that 
emanates from a certified system and endangers the safety and 
health of patients (e.g. CDSS for skin cancer screening that de-
tect skin changes in dark-skinned people less well without this 
being recognisable to the doctors).

The introduction of a special liability framework for AI sys-
tem operators is currently being discussed at the EU level. Ope-
rators of high-risk AI systems should be held liable, regardless of 
fault, for all personal injury and damage to property caused by a 
physical or virtual activity or device driven by the AI system 
(strict liability). Operators should be under the obligation to take 
out appropriate liability insurance. Doctors who use CDSS may 
be operators of an AI system within the meaning of the draft re-
gulation. Which systems pose a “high risk” is to be specified in 
the annex to the regulation. The annex to the current draft regula-

tion includes “autonomous robots”. For other AI systems that are 
not listed in the annex, fault-based liability of the operators 
should apply. Further developments remain to be seen.

4.6. Data protection and duty of confidentiality
4.6.1. The functional requirement of machine learning systems is 
to process personal health data. Data protection law (GDPR, 
BDSG) is applicable to the processing of personal data. In this 
respect, reference should be made to the “Notes and Recommen-
dations on Medical Confidentiality, Data Protection and Data 
Processing in Medical Practice” of the German Medical Associa-
tion [10]. The following only deals with the particularities of 
CDSS.

If CDSS falls under the scope of application of data protection 
law, health data processing is permissible if the data subjects ex-
pressly consent or a legal basis permits this. For the purpose of 
preventive health care, medical diagnostics and healthcare and 
treatment, data processing by doctors or other persons who are 
subject to a corresponding duty of confidentiality is also permis-
sible without the explicit consent of the patient (Art. 9 (2) lit. h, 
(3) GDPR; § 22 (1) no. 1 lit. b BDSG). In this case, additional 
specific (protective) measures must be taken, such as documen-
ting who was involved in processing the data, raising the aware-
ness of those involved in the processing operations, appointing a 
data protection officer and pseudonymising and encrypting the 
data (see in detail § 22 (2) BDSG). 

Before using CDSS, doctors should check whether they are re-
quired to carry out an assessment of the consequences of the in-
tended processing operations for the protection of personal data 
(data protection impact assessment) in accordance with Art. 35 of 
the GDPR [cf. 22].8 In connection with the use of CDSS, users 
need support in the form of manuals from the CDSS manufactu-
rers or other suitable service providers or professional associati-
ons.

Pursuant to Art. 22 (1) of the GDPR, the data subject has the 
right not to be subject to a decision based solely on automated 
processing which produces legal effects concerning them or si-
milarly significantly affects them. This applies in particular to 
processing of health data (see Art. 22 (4) GDPR). AI systems that 
replace medical decisions may therefore only be used with the 
explicit consent of the patient after they have received the appro-
priate information. However, if a human decision intervenes, for 
example if doctors carry out a plausibility and accuracy check in 
individual cases, Art. 22 of the GDPR does not apply [68].

The right of data subjects to deletion (Art. 17 GDPR) can also 
take effect when self-learning systems are used. Revocation and 
deletion would deprive the systems of part of their training basis. 
However, revocation does not affect the lawfulness of processing 
what previously took place (Art. 7 (3) sent. 2 GDPR). Further-
more, the “black box” problem mentioned above could prove to 
be an advantage in this context, as the lack of traceability of the 
automated decision-making process can stand in the way of a 
subsequent personal allocation of the data entered; if the personal 
reference of data is eliminated, claims for revocation and deleti-
on are ruled out. However, the details for regulatory clarification 
in this case have not yet been established.

8 Helpful here is the list of processing activities by the Data Protection Commission (DSK) for 
which a data protection impact assessment (DSFA) must be carried out (“must list”), version 
1.1 dated 17.10.2018.
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Overall, the use of AI-supported systems harbours uncertain-
ties in terms of data protection law. In particular, it is unclear to 
what extent the processing of patient data for the purpose of indi-
vidual diagnostics and therapy may at the same time serve the 
training and further development of CDSS inherent in the system 
and whether the patients must expressly consent to this. In gene-
ral, it is uncertain how the conflict of the principle of data mini-
misation with the functional condition of AI systems, which are 
dependent on the processing of as much data as possible to facili-
tate the learning ability of the systems, can be legally resolved.

4.6.2. Medical confidentiality is central to the use of intelligent 
software solutions in medical practice, e.g. when third party pro-
viders are to be given access to confidential patient information. 
The disclosure of patient information to third parties, who are in-
volved in the professional activity of the primary professional 
who holds the confidentiality, is permitted (e.g. service for the in-
stallation and maintenance of software or IT systems). What 
must be determined on a case-to-case basis is the issue of who 
shall be included among these contributors. The contractual ar-
rangements between hospitals, doctors‘ practices and third-party 
providers should therefore always be screened to see whether 
they adequately take medical confidentiality into account when 
using intelligent software solutions.

5. Summary and recommendations
ZEKO welcomes it when the CDSS contribute to an improve-
ment in the quality and effectiveness of diagnostics, therapy, 
prognosis and prediction. When AI-based CDSS are used in me-
dicine, doctors are supported in tasks that were previously reser-
ved for humans. In contrast to conventional, regularly program-
med software and hardware systems, AI is partly characterised 
by machine-learning systems (neuronal networks, deep lear-
ning), which generate decision recommendations that are likely 
to become less and less traceable or explainable in terms of their 
origin in the future. 

Consequently, ZEKO recommends that the following conside-
rations in particular be taken into account when using such sys-
tems:
● Medical action is always dedicated to the individual patient. 

Doctors are responsible for ensuring that the use of CDSS is 
carried out with the aim of improving patient care.

● The responsibility and accountability for diagnosis, indication 
and therapy always lies with the doctors and must not be sur-
rendered to a CDSS system. The threshold between decision 
support and automated decision-making must not be crossed.

● As a rule, optimal treatment results are only achieved through 
the interaction of CDSS and medical experience. This is be-
cause the manifestation of medical judgement, which cannot 
be replaced both in terms of medical expertise and on a com-
municative level, is necessary for optimal treatment results. 
Only doctors are able to understand the clinical picture in its 
entirety and take into account psychological and emotional 
factors, which are important for the diagnosis and can also be 
decisive for an appropriate therapy. A devaluation of a 
doctor‘s experience and a weakening of trust in the relations-
hip between doctor and patient must therefore be prevented 
while emphasising the value of cooperation.

● Doctors should regularly inform themselves about new CDSS 
in their respective fields and keep track of their development. 

● Doctors should be aware that CDSS may contain errors and 

biases and that the processes of the systems are often not suffi-
ciently comprehensible. This entails the risk of erroneous di-
agnostic and therapeutic recommendations. Physicians should 
therefore verify the plausibility of (partially) automated deci-
sion recommendations from CDSS. 

● The use of CDSS by doctors in the context of medical treat-
ment requires diligence and involves liability risks. Before 
using a (partially) automated system, physicians must therefo-
re familiarise themselves with how it functions and the regula-
tory framework for its use. 

● Before using CDSS, doctors must check whether the relevant 
system represents a new or standard method of medical 
examination or treatment. In the case of new methods, the me-
dical decision on the use of the AI system is subject to increa-
sed duties of care. 

● Doctors only have to inform patients about CDSS that are still 
being tested (new method) if – after due consideration – they 
want to use the system in treatment. Doctors must then inform 
patients that this is a new method that has not been in practice 
for long, whose effectiveness has not yet been statistically 
proven and for which unknown risks, such as the lack of trans-
parency and traceability of the system or the risk of distortions 
of the machine diagnosis or therapy decision, cannot be ruled 
out. Patients must also be comprehensively informed about 
the standard methods that are available for consideration. The 
decision for or against the use of the automated system is then 
up to the patient. 

● Since CDSS usually process personal data, doctors must ob-
serve the regulations of data protection law and the duty of 
confidentiality.

● Physicians share responsibility for quality assurance with re-
gard to patient care. They should contribute to the further de-
velopment of CDSS by providing feedback on their experi-
ences and report undesirable developments at an early stage, 
especially in specific patient care processes (process quality). 
If, in the course of their professional activities, physicians be-
come aware of malfunctions or inadequacies in the informati-
on provided by the manufacturers that could significantly en-
danger the life or limb of patients, they must report this to the 
Federal Institute for Drugs and Medical Devices (BfArM). 

● The requirement for physician responsibility in the use of the 
systems must not lead to a situation where the overall burden 
of the introduction and use of CDSS lies with the individual 
physicians. Rather, when approving and using these systems, 
those responsible at the meso and macro levels have a central 
role to play in ensuring that there is a level of trust in the sys-
tem that can be relied upon by doctors and patients alike.

● AI-based CDSS should be systematically evaluated with re-
gard to their potential benefits and harms, including ethical, 
legal and social implications, before their widespread use in 
routine care. Particular importance is attached to the pro-
spective validation of the systems within the framework of 
controlled clinical studies.

● Stigmatisation and discrimination of patients must be mitiga-
ted through rigorous and robust validation of models, training 
data and findings, as well as appropriate policy and regulatory 
measures to protect fundamental rights. Doctors must be con-
fident that the training data used in the development of CDSS 
is free from bias. They will still have an observational role in 
the further development and subsequent monitoring of CDSS, 
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for which appropriate feedback procedures should also be 
established. They should undertake efforts to ensure that 
CDSS is supported by a database that is representative of all 
population groups.

● Doctors must ensure that they have the appropriate digital 
competences for the use of CDSS. To achieve this, hospital 
operators at the meso level must appropriately prepare their 
staff for the use of the CDSS, e.g. by offering suitable further 
training measures. At the macro level, increased instruction in 
digital competencies as an important interdisciplinary topic in 
medical education and training is of central importance, so 
that those working in the health sector can assess the benefits 
and risks of AI-based CDSS and use them in a patient-oriented 
manner. 

● Medical societies and other creators of guidelines should ad-
dress the use of CDSS in their fields at an early stage and take 
it into consideration, e.g. in their guidelines, in order to pre-
vent different standards from being established in various 
sectors. 

● There is a considerable need for research to develop measures 
for the explainability and comprehensibility of AI-based 
CDSS, but also for the containment of risks and the regulation 
of CDSS, which recognises the aforementioned technical, et-
hical, legal and social areas of tension as a design issue and of-
fers a constructive solution-based approach.

● It is also necessary to have an accompanying social debate 
about these issues and the question of the involvement of 
doctors and patients in the development of these systems.
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